The barometric formula, relating the pressure $p(z)$ of an isothermal, ideal gas of molecular mass $m$ at some height $z$ to its pressure $p(0)$ at height $z=0$, where $g$ is the acceleration of gravity, $k$ the Boltzmann constant, and $T$ the temperature. In spite of its simplicity, namely the assumption of constant temperature, it applies reasonably well to the lower troposphere (for altitudes up to 6 km, the error is less than 5%\(^1\)), and also to the stratosphere, up to 20 km (with $T=217$ K, that is, $-57$ °C\(^1,2\)). The historical aspects linked to the barometric formula are fascinating. In Europe, by the end of the XVIth century, the accepted descriptions and explanations of natural phenomena were those of the Greek philosopher Aristotle (384–322 B.C.), whose influence over learned Christendom had been dominant since St. Thomas Aquinas (1226–1274). Nevertheless, Aristotle’s treatises concerning the natural world were by then known to contain important mistakes, either as a result of the European voyages of discovery of the XVth and XVIth centuries (e.g., the possibility of life near the equator, or the existence of a new continent, America) or of other experimental observations (e.g., the structure of the human heart). In 1592, the Portuguese Jesuits began the publication of the last coherent corpus of Aristotelian philosophy. This work was organized, as usual, in the form of a series of commended Latin translations of Aristotle’s works (Commentarii Colegii Conimbricensis Societatis Iesu in Libros Aristotelis Stagiritae).\(^3,4\) Comments regarding the above-mentioned new discoveries (and others) are found at relevant points of the books concerning natural philosophy. Aristotle’s authority, though acknowledged, was not blindly accepted by scholars,\(^5\) and the importance of the “experience [i.e., empirical knowledge], the mother of philosophy” (in fact, in the best Aristotelian spirit) was stressed in the Comments.

Within a few decades, the accumulated knowledge obtained from both observation and active experimentation was going to make most of Aristotle’s natural philosophy untenable. But at the time, the accepted general explanation for various phenomena associated with air pressure, like the working of water pumps, was still “nature’s abhorrence of a vacuum” (an expression that is, however, posterior to Aristotle). This “law” is adhered to in the cited Commentarii Physicorum (Fig. 1).

Limited experimental evidence against an almighty horror vacui existed, however, as results from a passage of Galileo Galilei’s (1564–1642) Dialogues concerning two new sciences (1638).\(^6\) A pump had been built for raising water from a rainwater underground reservoir. When the reservoir level was high, the pump worked well. But when the level was low, the pump did not work. Having noticed this, Galileo (Sagredo in the Dialogues) asked the engineer in charge to repair the pump. To Galileo’s surprise, he replied that it was working perfectly, it being well known that water could not rise more than about 10 m in a suction pump. The empirical knowledge therefore existed, probably for a long time (pumps based on air pressure were in use since Antiquity).\(^7\)

However, no one had put forward a theory or suggested that an essentially empty space (neglecting vapor pressure) had to exist above the water surface in the case of pump “malfunction.” Galileo supposed that bulk water was glued on top of the pump by the vacuum (the Italian words used are glutine, colla, and visco), but that this glue had a limited resistance, breaking at a certain maximum weight.\(^8\) Because of this explanation, he rightly conjectured (on false grounds) that the “breaking” height for other materials should be inversely proportional to their density.\(^9\) Therefore, Galileo departed from the Aristotelian doctrine: After all, Nature manifested only a limited horror vacui, and a vacuum could be produced and maintained.

It appears that the correct explanation (atmospheric pressure) is due to Giambattista Baliani, a Genoese, that first suggested it to Galileo in a letter,\(^8\) in 1630. However, as described, Galileo did not agree with such an explanation, not even mentioning it in his 1638 book.\(^6\) The question remained however unsettled.\(^8\) After his master’s death, Galileo’s disciple Evangelista Torricelli (1608–1647) devised a decisive experiment with the help of an ad hoc setup consisting of two long glass tubes (ca. 1.2 m) sealed at one end, and a bowl of mercury\(^9\) (Fig. 2). This celebrated mercury column experiment, carried out in collaboration with another disciple of Galileo, the young Vincenzo Viviani (1622–1703), took place in 1643 or 1644. The purposes of the experiment were:\(^8,9\) (i) to confirm the existence of a vacuum (following Galileo); (ii) to show that air pressure is the true explanation (against Galileo); and (iii) to display the varia-
tions of pressure with weather. Air pressure as the true cause was established by showing that the mercury height was the same in both tubes, in spite of the very different volumes of vacuum produced (Fig. 2). (The proof seemed, however, not totally convincing for other natural philosophers, as we shall see.) Torricelli was well aware of the great importance of his experiment, though he did not publicize it outside a small circle of friends and colleagues. But thanks to the exchange of scientific letters and to scientific travelers such as the French monk Marin Mersenne, it became rapidly known throughout Europe as the Experiment from Italy, although the name of its author appears to have been concealed. 8, 10, 11

Variants of Torricelli’s key experiment, and new ones, devised by the French polymath Blaise Pascal 1623–1662, and by others, further strengthened Torricelli’s theory beyond doubt. Of all experiments, the one that Pascal considered decisive was the record of the height of a column of mercury as a function of altitude: “If air weight and pressure is the true cause, the height should decrease with an increase in altitude, as less air exerts weight on top of a mountain than at its base; on the other hand nature’s abhorrence of a vacuum must be the same at both places.” It may be remarked that the variation of air density with altitude had already been explicitly mentioned by Torricelli in a letter to Ricci: “(...) the authors that have written about the twilight, say that the visible air, full of vapours, extends above us up to about 50 or 54 miles; this I believe is exaggerated, because I will show that if such were the case the vacuum resistance should be much stronger than what it actually is. But they have a way out, because they can say...
that the air whose weight [density] is given by Galileo
(1/400th of the density of water) belongs to the lowest region,
where men and animals live, but that on top of the high
mountains the air begins to be very pure and weights much
less than 1/400th of the weight of water.” The experiment
devised by Pascal was carried out by his brother-in-law,
Florin Périer, in 1648, at the Puy-de-Dôme, a lofty mountain
in Auvergne. The results conformed to Pascal’s expectation,
the altitude variation of ca. 1 km entraining a decrease in the
height of the column of mercury of ca. 10\(^{-8}\) mm. Périer also
repeated the experiment in Paris, at the St. Jacques tower
52 m height, having obtained similar results.

In 1749, the French physicist Jean Perrin showed\(^ {15}\) that a
suspension in water of tiny spherical particles (radii between
0.2 and 0.5 \(\mu\)m) obtained from tree resins obeys the baro-
metric formula,\(^ {16}\) behaving as a miniature atmosphere, one
whose “molecules” are visible with an optical microscope (Fig. 4).

II. DERIVATIONS OF THE BAROMETRIC FORMULA

We now discuss some ways of arriving at the barometric
formula. Some are well known, others not so. Each one gives
different insights on the problem.

A. Hydrostatic derivation

Consider a still gas contained in a vessel of height \(H\). In
equilibrium, the pressure at a given height \(z\) is

\[
p(z) = p(H) + M(z)g,
\]

where \(M(z)\) is the mass of the gas in a column of unit area
that extends from \(z\) to \(H\),

\[
M(z) = \int_z^H \rho_m(z) dz,
\]

where \(\rho_m\) is the mass density. From the perfect gas equation
\(pV = NkT\), where \(N\) is the number of molecules contained in
the volume \(V\), one obtains

\[
\rho_m(z) = \frac{Nm}{V} = \frac{mp(z)}{kT},
\]

and the following integral equation is obtained:

\[
p(z) = p(H) + m \int_z^H \frac{gp(u)}{T} du,
\]

whose solution is Eq. (1) if it is assumed that \(g\) and \(T\) do not
depend on height. A differential balance of forces can also be
written from the start, as is common practice in textbooks
and was originally done by Laplace.\(^ {13}\) In mechanical equi-
librium, the opposite forces acting in a column of air of unit
area between \(z\) and \(z + dz\) must be equal:

\[
p(z + dz) + \rho_m(z)g dz = p(z).
\]
The above derivations show that the view of atmospheric pressure as originating from the weight (per unit area) of all the air above the surface of the earth is essentially valid because $H \to \infty$ and thus $p(H) \to 0$.

Taking $p(0)=1.0$ atm and $g=9.8$ ms$^{-2}$, we get for the air mass per unit area $M(0)=p(0)/g=1.0$ kg cm$^{-2}$. This mass is exponentially distributed in height, according to Eq. (1). Were air an incompressible fluid (as mercury approximately is), its density would not vary with height. Assuming that in such a case the density was that for zero height, the total height of the air column, $H_s$, would be

$$H_s = \frac{M(0)}{\rho_m(0)} = \frac{kT}{mg}.$$  

For our atmosphere and taking $T=290$ K, this height (the so-called scale height) is 8.5 km. Such a value was already correctly estimated by Halley, simply by using the ratio of mercury to air densities mentioned above, as $H_s=762$ km $\times 10800=8.3$ km. It is interesting to note that $H_s$ is also the average height of an air molecule. Indeed, the probability of finding a certain molecule at a given height $z$ obeys a distribution (density) function $w(z)$ that is proportional to the pressure, and it follows from Eq. (1) and from the normalization requirement that

$$w(z) = \frac{mg}{kT} \exp\left(-\frac{mgz}{kT}\right).$$

The mean of this probability density function is precisely Eq. (8).

**B. Kinetic derivations**

A consideration of the matter from the molecular-kinetic point of view is also interesting, and provides a clearer view of the way the exponential distribution is brought about.

**1. Noninteracting molecules**

Consider the following conceptual experiment: A large number of noninteracting molecules, initially at rest on a horizontal plane ($z=0$), are set into upward vertical motion at $t=0$, according to a given distribution of initial velocities, $f(v_0)$. If these molecules are under the influence of a constant gravitational field counteracting their ascent, they rise only up to a certain maximum height $z_m=v_0^2/2g$, falling back afterward. Assuming that collisions with the plane are elastic, each trajectory repeats an infinite number of times, i.e., the motion becomes periodic. For a given initial velocity $v_0$, the dependence of height on time is

$$z(t|v_0) = v_0 t - \frac{1}{2} gt^2 \quad \text{if} \quad t \in \left[0, \frac{v_0}{g}\right].$$

This dependence of height on time can also be expressed by a probability density function $w(z', t|v_0)$,

$$w(z', t|v_0) = \delta(z' - z(t|v_0)).$$

For a given distribution of initial velocities $f(v_0)$, the overall height density function, $w(z', t)$, is

$$w(z', t) = \int_0^\infty f(v_0) \delta(z' - z(t|v_0)) dv_0.$$  

It is expected that for long times Eq. (12) converges to a time-independent density function $w(z')$. This can indeed be shown (Appendix A). The limiting function $w(z')$ is

$$w(z') = \int_0^\infty f(v_0) w(z'|v_0) dv_0,$$

where

$$w(z'|v_0) = \left\{ \begin{array}{ll}
\frac{g}{v_0 \sqrt{v_0^2 - 2gz'}} & \text{if } z' \leq \frac{v_0^2}{2g} \\
0 & \text{if } z' > \frac{v_0^2}{2g}
\end{array} \right.$$  

and therefore

$$w(z') = \int_{\frac{v_0^2}{2g}}^{\infty} f(v_0) \frac{g}{v_0 \sqrt{v_0^2 - 2gz'}} dv_0.$$  

What then is the distribution function $f(v_0)$ that leads to the exponential density, Eq. (9)? Substitution of Eq. (9) into Eq. (15) gives an integral equation whose solution is the sought-for function. However, it is Eq. (9) we want to obtain, and $f(v_0)$ must therefore be derived in another way. This can be done as follows: Because at $t=0$ (nonequilibrium) all molecules are present at $z=0$, and starting to move upward, it is clear that their initial velocity distribution cannot be the steady-state one, $f_s(v|z)$. The two are related by (Appendix C)

$$f_s(v|z) = \frac{f(\sqrt{v^2 + 2gz})}{\sqrt{v^2 + 2gz}}, \quad v \in [-\infty, +\infty[,$$

and by

$$f(v_0) = \int_0^\infty f_s(v_0|0) dv_0.$$  

Now, in order to emulate thermodynamic equilibrium, the steady-state velocity distribution function must be the unidimensional Maxwell–Boltzmann distribution; in particular, that should be true for $z=0$:

$$f_s(0) = \left(\frac{m}{2\pi kT}\right)^{\frac{3}{2}} \exp\left(-\frac{mv_0^2}{2kT}\right).$$

Inserting this distribution into Eq. (17), the initial distribution of velocities turns out to be

$$f(v_0) = 4m v_0^2 \left(\frac{m}{2\pi kT}\right)^{\frac{3}{2}} \exp\left(-\frac{mv_0^2}{2kT}\right),$$

and substitution of this distribution into Eq. (15) finally yields the exponential density of heights, Eq. (9).

It is interesting to note that the initial distribution of velocities, Eq. (19), is identical to the Maxwell distribution of speeds [not to be confused with the Maxwell–Boltzmann distribution of velocities, Eq. (18)] for three-dimensional motion, which immediately shows that the initial average kinetic energy of the molecules along the z axis is $\frac{1}{2}kT$, and
the average molecular kinetic energy is indeed taken up by the gravitational field, so that in the steady state for this difference is that 2/3 of the initial kinetic energy is

\[ u \sin \theta \, d\theta n(z + \Delta z) d\Delta z, \]

where

\[ \theta_{\text{max}}(\Delta z) = \arccos \left( \frac{\Delta z}{\lambda} \right). \]

Similarly, the lower pressure on the wall is

\[ p_1 \tau = \int_{-\lambda}^{0} \int_{0}^{\theta_{\text{max}}(\Delta z)} 2m \left( v \cos \theta + \frac{g \Delta z}{v \cos \theta} \right) \times \frac{1}{2} \sin \theta \, d\theta n(z - \Delta z) d\Delta z, \]

Writing \( n(z + \Delta z) \) as a truncated power series,

\[ n(z \pm \Delta z) = n(z) \pm \frac{dn}{dz} \Delta z, \]

and equating the upper and lower pressures, one obtains, after some calculations,

\[ n(z) = n(0) \exp \left( -\frac{4gz}{\bar{v}^2} \right), \]

and, with \( \bar{v} = (8kT/\pi m)^{1/2} \), the exponential distribution is recovered, but the argument of the exponential is incorrect by a factor of \( m/2 \). It should be remarked at this point that the concepts of mean-free path and mean collision time are ill-defined, in the sense that they vary with height. The above derivation shows however that a steady concentration and a linear momentum balance at a given height are achieved by compensating the higher velocity of descending molecules with a larger number of ascending ones.

C. Stochastic derivation

A dilute suspension of tiny particles in a liquid also obeys the barometric formula. However, the kinetic derivations outlined above apply to a perfect gas only. This is so, because, while both kinds of trajectories are similar if observed at low resolution, they cease to be self-similar at different magnifications: For the dilute gas, they are seen to be composed of long (as measured in terms of molecular diameters) straight-free paths with random orientations, while for the particles suspended in the liquid (or molecules of the liquid itself) the erratic pattern persists down to molecular dimensions. Changes of direction and velocity occur much more frequently in the last case, and a microscopic description based on the mean-free path concept is not appropriate. This kind of motion (Brownian motion) is approximately described by the diffusion (or Fokker–Planck) equation, for timescales larger than the decay time of the particle’s velocity autocorrelation. Therefore, such an equation applies also to the dilute gas, but on a much coarser (though in most cases still microscopic) scale.

With the above restrictions, the probability density function \( w(z,t) \) of a diffusing particle under the action of a con-
which means that the particle starts its motion at \( z = z_0 \), Eq. (27) and cannot cross the plane \( z = 0 \) [bottom of the vessel; Eq. (28)],

\[
\frac{\partial w}{\partial t} = D \frac{\partial^2 w}{\partial z^2} + c \frac{\partial w}{\partial z},
\]

where \( D \) is the diffusion coefficient, \( D = kT/\eta \), \( \eta \) being the drag coefficient (equal to \( 6 \pi r \eta \) for a macroscopic sphere of radius \( r \) in a fluid of viscosity \( \eta \)) and \( c = m' g / f \), \( m' \) being the apparent mass of the particle.\(^{16}\)

The time evolution of \( w(z,t) \), subject to the initial condition,

\[
w(z,0) = \delta(z - z_0),
\]

and to the boundary condition,

\[
D \frac{\partial w}{\partial z} + cw = 0 \quad \text{at} \quad z = 0 \quad \text{for all} \quad t \geq 0,
\]

which means that the particle starts its motion at \( z = z_0 \) [Eq. (27)] and cannot cross the plane \( z = 0 \) [bottom of the vessel; Eq. (28)],\(^{21}\)

\[
w(z,t) = \frac{1}{2 \sqrt{\pi Dt}} \left\{ \exp \left[ -\frac{(z-z_0)^2}{4Dt} \right] + \exp \left[ -\frac{(z+z_0)^2}{4Dt} \right] \right\}
\times \exp \left[ -\frac{c}{2D} (z-z_0)^2 - \frac{c^2}{4D} t \right]
+ \frac{c}{D \sqrt{\pi}} e^{-cz^2/4D} \int_{(z+z_0-c\sqrt{2Dt})}^{\infty} \exp(-x^2)dx. \quad (29)
\]

At short times, a Gaussian-like curve is obtained, as for free diffusion; however, an asymmetry soon develops, owing to gravity. Finally, for \( t \to \infty \), only the last term survives, yielding the exponential density. This density is more easily obtained by setting \( \partial w/\partial t = 0 \) in Eq. (26) and solving the resulting ordinary differential equation.

For the case of particles suspended in a liquid, the exponential function can be used to explain sedimentation: While small particles may be approximately homogeneously distributed in a liquid, the aggregates formed when they coalesce, will have masses high enough to compress, so to speak, the exponential function, yielding a thin layer at the bottom. On the other hand, for a fixed particle mass, sedimentation can still be made to occur by increasing the acceleration \( g \), as is done in centrifuges.

D. Statistical derivation

The most straightforward derivation of the barometric formula is perhaps from Boltzmann’s distribution\(^{24}\)

\[
P(r,v) = \frac{\exp \left[ -\frac{E(r,v)}{kT} \right]}{\int_V \exp \left[ -\frac{E(r,v)}{kT} \right] dr dv},
\]

where \( V \) is the phase-space volume, and \( P(r,v) \) the joint equilibrium distribution function for position and velocity. For three-dimensional motion in a constant gravitational field,

\[
E(r,v) = \frac{1}{2} mv^2 + mgz,
\]

where \( v = |v| \). Hence, one obtains from Eq. (30)

\[
P(r,v) = \frac{1}{L^2} \frac{m}{2\pi kT} \frac{mg}{kT} \exp \left[ -\frac{mv^2}{2kT} \right] \times \exp \left[ -\frac{mgz}{kT} \right], \quad (32)
\]

where \( L \) is the (very large) linear dimension of the container and \( w(z) = \int \int P(r,v) dv dx dy \) is again the exponential density.

III. TWO SIMPLE GENERALIZATIONS OF THE BAROMETRIC FORMULA

A. Nonuniform gravitational field

Boltzmann’s equation [or Eqs. (5) or (7)] can be used to extend the previous results to the case where the gravitational field is not constant. Consider a spherical solid body of mass \( M \) and radius \( R_0 \) surrounded by a gas, externally contained by a massless spherical wall of radius \( R_w \) (Fig. 6).

One obtains for the gas in thermodynamic equilibrium,

\[
P(r) = \frac{r^2}{kT} \exp \left( \frac{GmM/r}{kT} \right) dr,
\]

where \( P(r) \) is the radial density function, such that \( \int_{R_0}^{R_w} P(r) dr = 1 \), and \( G \) is the gravitational constant. The pressure at a given radius is obtained from the perfect gas law, rewritten as

\[
p(r) = \rho_n kT,
\]

where \( \rho_n \), the number density, is

\[
\rho_n = \frac{N P(r) dr}{4\pi r^2 dr},
\]

where \( N \) is the total number of molecules. Hence,

\[
p(r) = \frac{P(r)N}{4\pi r^2 kT}. \quad (36)
\]

Using Eq. (33) and putting \( z = r-R_0 \), Eq. (36) can finally be rewritten as
p(z) = p(0) \exp \left(-\frac{mg_0 R_0}{kT} \frac{z}{z + R_0}\right), \quad (37)

where \( g_0 \) is the acceleration of gravity for \( z = 0 \), and \( p(0) \) is given by

\[
p(0) = \frac{mg_0 R_0}{kT} \int_{R_w}^{\infty} 4\pi r^2 \exp \left(\frac{GmM/r}{kT}\right) dr. \quad (38)
\]

Equation (37) shows that the pressure approaches a constant, nonzero value for high \( z \). If \( R_w \rightarrow \infty \) the pressure exists far away from the solid body, whose gaseous skin becomes negligible. This means, as is well known, that for \( R_w \rightarrow \infty \) no equilibrium distribution is possible. Therefore, if a gas is initially concentrated near the body’s surface, forming an atmosphere, that atmosphere is only temporary, being bound to disappear completely (this result applies only to not too massive a body, otherwise relativistic effects must be taken into account). In the absence of more complex escape mechanisms (e.g., dissociative collisional processes), the time needed for depletion is a function of the fraction of molecules in the Maxwellian distribution with velocities higher than the escape velocity.\(^{25}\)

The helium and argon existent in our planet are radioactive decay products. Their main source is natural gas, where they occur in almost the same volume fractions. If not separated and stored, they are lost forever into the atmosphere when the gaseous hydrocarbons are burned or simply liberated. One could thus expect to find helium and argon in roughly the same amounts in the atmosphere. However, argon is 1000 times more abundant than helium.\(^{25}\) This happens because most of the helium released to the atmosphere throughout the ages has escaped to interplanetary space, on account of its lower mass.\(^{25}\)

Because the Earth atmosphere contains several gases, and no significant convective and turbulent mixing occurs in the higher layers (above 100 km), these layers are richer in the lighter gases, such as hydrogen and helium,\(^{26}\) as follows from the application of Eq. (1) to each gas separately.

B. Vertical temperature gradient

Consider now again the case of a uniform gravitational field but with a vertical temperature gradient. Assuming a linear variation of temperature with height, which is a good approximation for the troposphere,\(^{1,2}\)

\[T(z) = T_0 - \beta z,\]

where \( \beta \) is a positive constant, Eqs. (5) or (7) yield

\[p(z) = p(0) \left(1 - \frac{\beta z}{T_0} \frac{mg_0 k}{T_0}\right). \quad (40)\]

This equation represents well the pressure dependence on altitude for the whole troposphere (up to 11 km), with \( T_0 = 288 \) K (15 °C) and \( \beta = 6.5 \) K km\(^{-1}\).

The fall of temperature with altitude in the troposphere is due to the fact that air is warmed mainly from the surface of the planet. This fall is, however, smaller than could be expected, because convection occurs (up to the tropopause).\(^{25}\)

The other hand, there is a temperature rise in the stratosphere (\( \beta = -1.0 \) K km\(^{-1}\) from 20 km to 32 km). This increase is associated with ozone, which concentrates in a layer about 20 km thick, and centered on an altitude of about 30 km. It strongly absorbs ultraviolet light from the Sun, and subsequently releases the corresponding energy as heat.\(^{25}\) A flat temperature minimum at \(-57 \) °C is observed between 11 and 20 km,\(^{1,2}\) corresponding to a compromise between the cooling and heating profiles.
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APPENDIX A

For a given initial velocity \( v_0 \), and after a great number of cycles, a plot of \( z(t) \) in the vicinity of \( v_0 \) is a rapidly oscillating function. This occurs because the heights of two molecules simultaneously starting from \( z = 0 \), but slightly differing in their respective initial velocities, first slowly diverge with time, and then, after many cycles, differ by an amount between 0 and \( z_m(v_0) = v_0^2/2g \), that is critically dependent on \( \Delta v = v_0 - v_0^0 \) (and on time). In this way, when \( t \) is large, and even for a very small \( \Delta v \), all values between 0 and \( z_m(v_0) \) occur many times in a plot of \( z(t) \) in the vicinity of \( v_0 \). It is therefore legitimate to replace the rapidly varying delta function by its average value,

\[\langle \delta(z'-z)(t|v_0^0) \rangle = \int_0^{v_0^0} w(z|v_0^0) \delta(z'-z) dz = w(z'|v_0^0). \quad (A1)\]

The density function \( w(z|v_0^0) \) is such that \( w(z|v_0^0) \) dz is the fraction of time spent by a molecule between \( z \) and \( z + dz \), given that its initial velocity was \( v_0^0 \) (Appendix B). One thus concludes that for a given \( z \) the delta function of the integrand in Eq. (12) can be replaced by \( w(z'|v_0) \), and the long time molecular height density function, \( w(z') \), is given by Eq. (15).

APPENDIX B

The fraction of time spent between \( z \) and \( z + dz \) by a molecule with initial velocity \( v_0 \), and after many cycles, \( w(z|v_0)dz \), can be computed as the probability of finding the same molecule between \( z \) and \( z + dz \), if the time of observation is a random variable with uniform distribution (the effect of the initial position is negligible after many cycles). This probability is obtained from the random variable transformation theorem.\(^{26}\) Taking, for convenience, \( t \in [0,v_0/g] \), one gets, from Eq. (10),

\[w(z|v_0) = \int_0^{v_0/g} \delta \left(z - \left(v_0 t - \frac{1}{2} g t^2\right)\right) g \frac{dt}{v_0} \quad (B1)\]

performing the change of variable \( x = v_0 t - \frac{1}{2} g t^2 \), Eq. (B1) becomes

\[w(z|v_0) = \int_0^{v_0^2/2g} \delta(z-x) g \frac{dx}{v_0 \sqrt{v_0^2 - 2gx}} \quad (B2)\]

and Eq. (14) follows.
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APPENDIX C

1. Steady-state distribution of velocities from the initial distribution of velocities

We first obtain the probability of finding at height \( z \) a molecule with initial velocity \( v_0 \), given that a molecule was found. The probability of finding between \( z \) and \( z + dz \) a molecule with initial velocity \( v_0 \) is, as shown above, \( w(z|v_0)dz \); on the other hand, the probability of finding at \( z \) a molecule, irrespective of its initial velocity, is \( \int_{-\infty}^{\infty} w(z|v_0)dv_0 \). In this way, the probability that, at height \( z \), the observed molecule had initial velocity \( v_0 \) is

\[
\alpha(v_0|z) = \frac{w(z|v_0)f(v_0)}{\int_{-\infty}^{\infty} w(z|v_0)f(v_0)dv_0}.
\]  

(C1)

Because \( v \) is related to \( v_0 \) by

\[
v = \pm \sqrt{v_0^2 - 2gz},
\]

(C2)

one obtains, again by application of the random variable transformation theorem, that the density function for the local velocity \( v \) is

\[
f_s(v|z) = \frac{f(\sqrt{v^2 + 2gz} / v^2 + 2gz)}{\int_{-\infty}^{\infty} f(\sqrt{v^2 + 2gz} / v^2 + 2gz) dv},
\]

(C3)

which is the desired relation.

2. Initial distribution of velocities from the steady-state distribution of velocities

For \( z=0 \), Eq. (C3) reduces to

\[
f_s(v|0) = \frac{f(\sqrt{v^2})}{\int_{-\infty}^{\infty} f(\sqrt{v^2}) dv},
\]

(C4)

which can be rewritten as

\[
f(v_0) = Nv_0^2f_s(v_0|0), \quad v_0 \in [0, +\infty[.
\]

(C5)

where \( N \) is a normalization constant. From this requirement, one finally obtains

\[
f(v_0) = \frac{v_0^2f_s(v_0|0)}{\int_{0}^{\infty} v_0^2f_s(v_0|0)dv_0}, \quad v_0 \in [0, +\infty[.
\]

(C6)
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